A Comparison of Computing Architectures for Ultrasonic Signal Processing
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Abstract – The design of advanced sonar modules implies the use of more and more complex processing algorithms, in order to obtain as much information as possible from the environment. The use of simultaneous emission and reception techniques in certain transducers, that form an ultrasonic sensorial module, allows to increase the benefits and the performance of this type of systems. These developments make possible to obtain more information for every ultrasonic emission, diminishing the scanning time and improving the interpretation and usefulness of the obtained results. These techniques are usually based on the encoding of the ultrasonic emission, so the received signals can be correlated in order to search for possible echoes. As a consequence, the computational complexity necessary to carry out the implementation of the new algorithms increases considerably. The analysis of possible computing platforms for the real-time processing of the new algorithms becomes a task of great importance. In this work, some computing architectures are analysed and compared, in order to determine which scheme is most suitable for the ultrasonic signal processing.
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I. INTRODUCTION

Classical processing techniques used in ultrasonic transducers are based on the measurement of times-of-flight (TOF). There, only one isolated transducer emits a signal consisting of a train of pulses; after the emission, the arrival of the possible echoes is detected. This detection is usually carried out by integrating and thresholding the received signal. Nevertheless, there exist some problems related to these methods, which are described thoroughly in [1] [2] [3] [4]:

- The measurements are carried out in an independent way for every transducer. These cannot be excited simultaneously to avoid crosstalk problems. This constraint implies long acquisition times until enough information from the environment is collected.
- After the emission of a pulse, the signal is only received by a transducer (usually the same one that carried out the emission). So, the probability of non-detecting certain obstacles is increased due to possible specular reflections.
- The measured distances have a low precision. Although this can be enough for certain applications, it is not suitable when the TOFs from different transducers in more complex systems should be processed. In these cases, by having available a suitable precision, it is possible to determine reception angles, in order to carry out reflector-type classifications (for example, among planes, corners, or edges), or to build maps of the environment, etc.

Regarding these problems from any sensorial system based on ultrasonic emissions, the use and development of assemblies, that allow the use of simultaneous emission and reception techniques (multimode), provides a logical solution to problems about scanning rate. These techniques, based on correlation processes for the search of certain sequences in the received signals, allow to collect more information for every ultrasonic emission, but they require more computing power, in order to achieve real-time signal processing.

Apart from correlation techniques, the ultrasonic signal can be processed in other ways. Recently, some developments based on frequency analysis are coming more and more important, since they can cope with more complex environments in a better way [5] [6] [7]. Nevertheless, these algorithms often present more computational load, so they are not considered for real-time embedded systems.
In this work a study is carried out about the feasibility, presented by certain architectures to implement the algorithms for the determination of ultrasonic times-of-flight. These algorithms are based on the emission of Golay complementary sequence pairs. Section II describes the proposed ultrasonic processing. The computing architectures used in the comparison are detailed in Section III. Some results are explained in Section IV, and, finally, some conclusions are discussed in Section V.

II. ULTRASONIC SIGNAL PROCESSING

The use of Golay complementary pairs for the detection of times-of-flight in ultrasonic systems has been already described in different works [8] [9]. These pairs are composed by two sequences, \( A[n] \) and \( B[n] \), whose independent auto-correlation function, and their later addition, provide an output signal according to (1):

\[
C_{AA}[n] + C_{BB}[n] = \begin{cases} 
2N & n = 0 \\
0 & n \neq 0 
\end{cases}
\]

(1)

Where \( A[n] \) and \( B[n] \) are the pair of Golay complementary sequences; and \( N \) is the number of bits, or their length. Figure 1 shows the resulting signal after the addition of the two partial auto-correlation functions for a 32-bit Golay complementary pair. In the same way, two pairs of Golay complementary sequences, see \([A_1, B_1]\) and \([A_2, B_2]\), are orthogonal if the expression (2) is met.

\[
C_{A_1A_2}[n] + C_{B_1B_2}[n] = 0 \quad \forall n
\]

(2)

By using a Polaroid ultrasonic transducers whose maximum frequency response is centered at 50kHz [10], it is necessary to carry out a modulation of the Golay pair with a carrier of the same frequency. A digital variant of a QPSK modulation has been used, where the sequences \( A_i[n] \) and \( B_i[n] \), both from the same pair of a transducer \( i \), have been associated to the component I and Q of the modulation, respectively. The mathematical expression (3) depicts this modulation process, in order to obtain the signal \( e_i[n] \) to be emitted by transducer \( i \).

\[
e_i[n] = A_i[n] * S_I[n] + B_i[n] * S_Q[n] =
\]

\[
= \sum_{k=0}^{N} A_i \left( \frac{k}{M \cdot m} \right) S[n - k] + \\
+ \sum_{k=0}^{N} B_i \left( \frac{k}{M \cdot m} \right) S \left( \left( n - \frac{M}{4} \right) - k \right)
\]

(3)

Where \( M \) is the number of samples per period of the symbol \( S[n] \) (related to the sampling frequency \( f_S \) of the received signal); \( m \) is the number of periods per symbol; and \( N \) is the number of bits or the sequence length. The signals \( A_i[n] \) and \( B_i[n] \) constitute the Golay pair assigned to the transducer \( i \): the first one assigned to the in-phase component I of the modulation, whereas the second is related to the in-quadrature component Q. On the other hand, the signals \( S_I[n] \) and \( S_Q[n] \) are the carriers of the components I and Q, obtained from the symbol \( S[n] \) with the corresponding phase. As has been already commented, the symbol allows to center the emission at a frequency of 50kHz; in an experimental way, a sampling frequency \( f_S \) of 400kHz has been chosen, what implies an oversampling \( M = 8 \). The parameter \( m \) has been fixed at \( m = 2 \). Figure 2 shows the emitted signal \( e_i[n] \) obtained after the QPSK modulation, with the mentioned parameters \(-N = 32, m = 2 \) and \( M = 8 \).

In the reception process the demodulation of the received signal is carried out in order to extract the components \( I_i[n] \) and \( Q_i[n] \) from the received signal \( r_i[n] \) in a receiver \( i \), as shown in (4). The signal \( S[n] \) is the modulation symbol again. This symbol has been chosen in such a way that, there exist always \( M/m \) null values in every half period. This fact implies that the component \( I_i[n] \) can be obtained directly from the component \( Q_i[n] \), by only delaying \( M/m \) samples. So, the demodulation process is reduced to only one correlation process.

![Fig. 1. ADDITION OF THE TWO AUTO-CORRELATION FUNCTIONS FOR A 32-BIT GOLAY COMPLEMENTARY PAIR.](image)

![Fig. 2. SIGNAL \( e_i[n] \) EMITTED BY TRANSDUCER \( i \) AFTER QPSK MODULATION.](image)
\[ I_i[n] = C_i S_i[n] = r_i[n] * S_I[n] = \sum_{k=0}^{N \cdot M - m - 1} r_i[k + n]S[k] \]

\[ Q_i[n] = C_r S_q[n] = r_i[n] * S_Q[n] = \sum_{k=0}^{N \cdot M - m - 1} r_i[k + n]S \left[ k - \frac{M}{4} \right] \]  

Once obtained the components, the following step is to carry out the search of the Golay complementary pair, each one of them in its corresponding component. This operation could be carried out by means of a classical correlation, what would allow to detect the emitted sequences.

Nevertheless, in [11] an optimized method is shown to obtain an efficient Golay correlator (EGC). This model allows to simplify the detection process, whenever Golay complementary pairs, whose length \( N \) is power of 2, are used (\( N = 2s \), where \( s \) is the number of bits of the sequence seed \( W \), such that \( W = [w_0, w_1, \ldots, w_{s-1}] \)). The block diagram in Figure 3 shows the algorithm.

Where \( D_0 \) is a delay module \( D_s = 2 \cdot P_s \); \( P_s \) is any permutation of numbers \( \{0, 1, \ldots, s-1\} \), represented as \( \{w_0, w_1, \ldots, w_{s-1}\} \); \( C_{r\alpha}[n] \) and \( C_{r\beta}[n] \) are the results of the correlation between the input signal \( r_i[n] \) and the searched sequences \( A_i[n] \) and \( B_i[n] \).

This optimization presents some advantages compared to the implementation of a classical correlation. Firstly, in the classical version, \( N \) multiplications are necessary (being \( N \) the length of the used sequences), whereas, using the EGC scheme only \( 2 \cdot \log 2 N \) multiplications are carried out. Also, the number of memory accesses to store intermediate data decreases from the \( N \) accesses to the \( 2 \cdot \log 2 N \) in the EGC. It is important to remark, regarding the multiplications, that, due to the use of binary sequences with values in \( \{-1, +1\} \), all these operations can be reduced to additions and subtractions.

In Figure 3, it is observed that, starting from any input signal \( r_i[n] \), the system provides two outputs, \( C_{r\alpha}[n] \) and \( C_{r\beta}[n] \), which are the results from the correlation between the input signal \( r_i[n] \), and the sequences of the Golay pair \( A_i[n] \) and \( B_i[n] \), respectively. Considering this idea, the scheme has to be adapted to the specifications of the proposal, since the aim is now to detect or to correlate the Golay pair with the corresponding modulation components I and Q. If the in-quadrature component \( Q_i[n] \) becomes the input of the EGC module, then, at the output, the result of the correlation of the component \( Q_i[n] \) with the sequence \( A_i[n] \) is obtained in the top branch, \( C_{Q,A_i}[n] \), and with the sequence \( B_i[n] \) in the bottom one, \( C_{Q,B_i}[n] \). This last term is necessary to obtain the final result \( s_i[n] \); however, the sequence \( A_i[n] \) should actually be correlated with the component \( I_i[n] \).

In order to avoid the introduction of a new EGC to obtain the second term, \( C_{Q,A_i}[n] \), this aspect is solved by inserting a delay \( M/m \) at the output of the top branch of the EGC, since both components \( I_i[n] \) and \( Q_i[n] \) are equal, but delayed \( M/m \) samples. In this way, the signal \( C_{I,A_i}[n] \) is obtained, and added to \( C_{Q,B_i}[n] \), provides the final signal of the processing \( s_i[n] \). Figure 4 shows this adaptation using the general EGC scheme, where it can be observed also that delays D appear multiplied by a factor \( M \cdot m \) (\( M = 8 \), \( m = 2 \)), corresponding to the oversampling existing in the reception.

![Fig. 4. EGC scheme modified for the proposed algorithm.](image)

Figure 5 shows the signal \( s_i[n] \) obtained after all this processing, where the maximum value can be easily identified, corresponding with the instant of the echo arrival.

![Fig. 5. Resulting signal \( s_i[n] \) after the proposed processing.](image)

The resulting signal \( s_i[n] \) should be analyzed by a maximum detector module, whose function is to detect the local maximum values and to validate them as received echoes in the signal \( s_i[n] \). A peak is validated as an echo if its value is greater than the threshold \( U_e \), and if it is the maximum value inside an analysis window \( V_0 \) of \( m \cdot M = 16 \) samples. This analysis window \( V_0 \) eliminates the validation of the modulation sidelobes as echoes. Figure 6 shows an example for the validation of an echo.
As can be observed in Figure 7, the basic ultrasonic transducer has an emission stage and another reception stage. The emission stage consists of a modulation QPSK, with a 50kHz carrier and a 32-bit Golay complementary pair, characteristic of the transducer. In (2) the emission process of the desired ultrasonic signal is described mathematically, where the sequence $A_i[n]$ is associated to the component I (in-phase), and the sequence $B_i[n]$ to the component Q (in-quadrature). On the other hand, it is possible to carry out the search of until $k$ echoes coming from $k$ different emissions, always orthogonal, in the signal captured by the transducer $i$. Every different emission has its own EGC detector for the search of the Golay complementary pair; and then a peak detector that allows to detect the local maximum values and to validate them as detected echoes.

Finally, since it is desired to implement in real-time the processing described in this section, a temporal constraint should be considered. This comes determined by the sampling frequency $f_S$ of the received signal whose value is 400kHz. This implies a processing time interval of 2.5µs for every new sample. The selected architecture for this implementation should support the execution of the whole algorithm in a shorter time, meeting the considered temporal constraint.

### III. HARDWARE ARCHITECTURES ANALYSIS

Once considered all the conditions and constraints presented by the algorithm to be developed, it should be selected which device or architecture is more suitable for their implementation.

Firstly, an architecture based on a TI C6701 DSP has been chosen [12] [13]. The architecture, whose block diagram can be observed in Figure 8, has been programmed by means of a C source code, which implements the algorithm described in the previous section. Assuming the clock frequency is 166MHz, an approximated execution time of 38.8µs has been obtained for the processing of the possible echoes coming from two different emissions in a received signal. This value is longer than the maximum one allowed by the sampling frequency $f_S$, so this platform is not suitable for this real-time processing.

Also, the implementation has been proposed and solved in an architecture based on a Xilinx XC4005E FPGA [14] [15], with an external 128Kb RAM memory (see Figure 9). The requirements of the algorithm has been studied carefully, in order to implement only those necessary resources. These resources are used intensively along time for the processing of every sample, so their use is optimized and adapted. This temporal implementation allows to obtain an execution time of 2.5µs, for two emitting transducers in a captured signal. The used clock frequency is 12MHz, very far from the superior bound of these devices (around 80MHz). The differences in the resulting times, in comparison with the solution carried out by the C6701 DSP, come mainly from the fact that the system developed in the FPGA device is more adapted to the requirements of the algorithm. On the contrary, it becomes less flexible if some modifications in the processing algorithms were necessary.

Although the results obtained in the previous platform fulfill the temporal constraints of a real-time processing, the reduced number of available resources in the used XC4005 device makes not very appropriate the implementation. It is possible to structure the algorithm in a spatial implementation, so all the required resources are available along time to exploit parallelism. Then, the processing is divided into tasks that can be

---

**Fig. 6. RESULTING SIGNAL $p_i[n]$ AFTER THE ECHO VALIDATION.**

**Fig. 7. GENERAL BLOCK DIAGRAM FOR THE GLOBAL ULTRASONIC PROCESSING IN A TRANSDUCER.**

**Fig. 8. BLOCK DIAGRAM OF THE TI C6701 DSP-BASED ARCHITECTURE.**
overlapped temporarily to obtain a better performance. Also, it would be suitable to have independent memory banks for every stage, so that the memory accesses do not suppose a constraint for the execution times.

In order to implement the last commented improvements, a Xilinx Virtex FPGA has been used [9] [13] [16]. Figure 10 shows the block diagram of the used platform; the central element is a Xilinx XCV1000E device whose resources allow to implement a pipeline, where every stage has its own internal memory bank. The processing time of a sample is a FPGA clock cycle, i.e. 20ns (\(F_{\text{CLK}} = 50MHz\)); and the pipeline has been organized in four stages (new sample acquisition, demodulation, EGC, peak detector). Since all the four stages are completed in one cycle, only 20ns are required for every new sample assuming a latency of four samples at the output (see Figure 11). Obviously, this system could be used to improve the proposed algorithm, since the temporal constraint is far away from the values obtained. Possible improvements can be the increase of the sequence length \(N\), or to compute more than one reception with the same platform.

The data mentioned before correspond to the case of analyzing only one captured signal and searching two orthogonal emissions whose sequences have a length of 32 bits. If the number of the received signals to be analyzed increases, or there exists a larger number of orthogonal emissions, the solution based on the DSP processor will increase its processing time, due to its sequential operation. Nevertheless, as the FPGA-based solutions allow several parallel execution lines, these implementations can be adapted easier to new modifications; although, the amount of required resources increases.

Next the execution times commented previously are collected, so it can be observed how the increase of the number of emitters and receivers affects to each platform. There is a table for each one of the three mentioned platforms, analyzing the variation of the processing time in function of the number of orthogonal emissions existing in a captured signal (1, 2, or 4 emissions), as well as in function of the number of received signals to analyze, coming from different transducers (1, 2 or 4 receivers). In all the cases, 32-bit Golay complementary pairs are used.

Then it seems obvious that the two specific implementations, based on FPGA devices, are more efficient compared to those obtained from DSP-based systems, even when these are specialized in the digital signal processing. A last detail to consider, analyzing the difference between the spatial or temporal implementation of the algorithm in FPGAs, is the amount of resources used by the two possibilities. Table IV shows those values for a length \(N = 32\) bits, where it can be confirmed that the spatial implementation is quite more expensive in terms of the amount of used resources.

## V. Conclusions

In the development of more precise ultrasonic sensorial systems and with shorter acquisition time, algorithms are usually based on correlation techniques. These algorithms have been analyzed, establishing their real-time constraints, so, in that way,
it can be possible to determine the most suitable architecture for their implementation. The tests have shown as, due to the high degree of existing parallelism in the reception processing phases of the ultrasonic signal, the digital signal processors (DSP) do not provide the desired performances, overcoming the maximum execution time available for the analysis of every new acquired sample. On the other hand, the FPGA devices result very suitable for the implementation of this processing, even those with reduced resources, because they allow mainly a great parallelism degree, with several execution lines and pipeline-type structures.
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